


II. EXISTING METHOD AND ITS PROBLEM 

A. Ceiling Map Sharing System 
In a ceiling map sharing system, a map is shared by some 

mobile robots and some people. Firstly, video trough an 
"upward" camera mounted on a "leading" mobile robot, 
illustrated in Fig.1, is compressed and transmitted to a 
remote server. Receiving the video, the remote server 
generates a ceiling map as illustrated in Fig.2, based on 
motion estimation (ME) of two adjacent frames in the video 
signal. 

Next, a video trough an "upward" camera on a "following" 
mobile robot is compressed and transmitted. The remote 
server estimates location of the following robot and plots it 
on the ceiling map as illustrated in Fig.1. This location 
estimation is always performed as well as video data 
transmission from a following robot to a remote server (robot 
to robot communication).  

Only when the location is not successfully estimated, a 
user visually confirms the scenery. In this case, video data is 
also transmitted to a user (robot to human communication). 
Therefore, it is crucial to reduce data amount necessary for 
the robot to robot communication. 
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Fig.1  A leading or following robot moving on a non-flat floor. 
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Fig.2  Location of a following robot is plotted in a ceiling map.  

B. Motion Estimation (ME) using POC and RI-POC 
Prior to both of map generation and location estimation by 

the remote server, motion estimation (ME) is necessary. It 
estimates a motion vector between two frames in video. It is 
reported that the phase only correlation (POC) method is 
robust to disturbance of lighting condition [11]. It calculates 
a motion vector mv by 
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for pixel values x1(n) and x2(n) in different two frames. F[x] 
is the discrete Fourier transform of x, and F-1 [X] is its 
inverse.  

The POC estimates "translation" only. It is enough as far 
as a robot goes straight. When a robot rotates, it is necessary 
to estimate "rotation" angle. For this case, the rotation 
invariant phase only correlation (RI-POC) in [12] is used. It 
is also possible to calculate "dilation".  

In this report, we use POC and RI-POC for ME. Main 
point of our discussion is how to minimize data to be 
transmitted in robot to robot communication, maintaining 
accuracy of ME. 

 

C. Estimation Problem and its Solution 
When a following robot goes on a non flat floor as 

illustrated in Fig.1, estimated location contains error as 
indicated in Fig.2(a) as "cross". It should be at an equal 
interval since the robot moves at a constant speed. However, 
due to debris on the floor, it is obvious that frame 5 and 7 
contains estimation error.  

This estimation error is compensated in [10] using 
feedback from motion information in "forward" camera to 
that in "upward" camera. As indicated in Fig.2(b), the error 
is compensated.  

Fig.3 illustrates how the error is compensated from motion 
information of "forward" video to that of "upward" video. 
Relation among parameters is described as follows: 
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where a, d and h are already known distance. If there is 
debris on the floor, up and down translation in the "forward" 
video is observed. It determines the angle θfb due to "pitch" 
of the robot. As a result, the translation from the "upward" 
video is compensated by 

 

fbfbfb ahy  tansintan                      (5) 

 
This procedure solves the "estimation" problem due to debris 
on the floor. In case of "roll" of the robot, "rotation" angle 
estimated from the "forward" video compensates the error.  
 

D. Data Transmission Problem 
In the existing method, to cope with the "estimation" 

problem, two cameras "upward" and "forward" are necessary. 
However, it requires transmitting video signals from two 
cameras. It doubles data amount for transmission and limits 
the number of following robots under a given data 
transmission capacity of a digital network.  

In section III., we remove redundancy on motion 
information between these two cameras so that data amount 
for transmission is reduced. 
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Fig.3 Location is estimated by information from an "upward" 
camera and compensated by information from a "forward" camera. 
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Fig.4 Analysis model for the compensation. 
 

E. Functionally Layered Coding 
Fig.5(a) illustrates a JPEG 2000 (JP2K) international 

standard utilized for data compression of digital cinema [7,8]. 
It decomposes a video into some "band" components and 
"bit-plane" components using the discrete wavelet transform 
(DWT) and the bit plane decomposition (BPD). The 
components are entropy coded using EBCOT to generate a 
bit stream. It is transmitted to a remote place via a digital 
network. Note that it transmits the same components denoted 
as SH to both of a user and a remote server. 

Fig.5(b) illustrates a functionally layered coding (FLC) in 
[9]. It always transmits SR to a remote server for location 
estimation of a following robot. Note that SR is a subset of SH 
and it contains the minimum components necessary for the 
location estimation based on ME. When a user visually 
confirms the scenery, it happens occasionally, only the 
difference set SH-SR is additionally transmitted. As a result, 
total data amount is reduced by the FLC.  
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(a) JP2K                                           (b) FLC 
 

Fig.5  JPEG 2000 (JP2K) and functionally layered coding (FLC) for 
robot to robot communications. Total data amount is reduced by 

FLC. 
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Fig.6  Encoder and decoder of the FLC. ME: motion estimation, 
BPD: bit plane decomposition, DWT: discrete wavelet transform. 



F. Band and Bit plane Components of Video Signal 
Fig.6(a) illustrates an encoder of the FLC. The DWT 

generates some frequency band components. A one 
dimensional DWT decomposes an input signal into low (L) 
and high (H) frequency bands. This procedure is applied to a 
frame in video horizontally and vertically to generate four 
bands {1LL, 1LH, 1HL, 1HH}. At the 2nd stage, this 
procedure is applied to 1LL to produce {2LL, 2LH, 2HL, 
2HH}. As a result, an input signal is decomposed into seven 
band components {2LL, 2LH, 2HL, 2HH, 1LH, 1HL, 1HH}. 

The BPD decomposes each band components to nine bit 
plane components {1bp, 2bp, ,9bp}. For example, "1bp" 
means the most significant bit plane (MSB). "2bp" means 
MSB and the second significant bit plane. "9bp" means all of 
the bit planes. As a result of DWT and BPD, video is 
decomposed into "band and bit plane" components.  

Fig.6(b) illustrates a decoder. A remote server always 
performs ME for map generation or location estimation 
based on the 1st layer. This layer contains the minimum 
components necessary for ME. A user occasionally browses 
video scenery adding data in the 2nd layer. 

This report discusses how to reduce the number of 
components embedded in the 1st layer. 

 

III. PROPOSED METHOD 

A. Removal of Redundancy between the Two Cameras (Case 1) 
In this report, we remove redundancy on motion 

information between two cameras "upward" and "forward" to 
solve the "transmission" problem described in section II.D. 
The existing method extracts "translation" and "rotation" as 
motion information from both of "upward" and "forward" 
videos using RI-POC. On the contrary, in our proposal, we 
do not extract "rotation" from "upward". Instead, we use 
right and left "translation" extracted from "forward" video 
using RI-POC.  

Table I summarizes motion estimation methods used in 
the system. As explained in section II.B., POC extracts 
"translation" only, components for extraction of "rotation" 
and "dilation" are not necessary. Therefore, replacing RI-
POC by POC, the number of components to be embedded in 
the 1st layer is reduced as well as its data amount. This is 
experimentally confirmed in section IV.A. 

B. Assignment of Much Load to the Leading Robot (case 2) 
In the existing method and the proposed method (case 1) 

described in previous subsection, components are the same 
between leading robot and a following robot. Considering 
not a few number of following robots to join the system, we 
assign much load to the leading robot than following robots.  

As summarized in table II, in our proposal (case 2), all the 
components are embedded in the 1st layer from the leading 
robot. Therefore its image quality is high. Instead, a 
following robot transmits the minimum components 
necessary only for ME. Video quality is not appropriate for a 
user to browse, however enough for a remote server (robot to 
robot communication).  

If there is significant difference on scenery between a 
leading robot and a following robot, the 2nd layer bits stream 

is transmitted. Then a user can confirm renewed scenery 
from the following robot. 

In the next section, we determine the components in the 
1st layer and confirm effectiveness of our proposals. 

 

 

TABLE I 
MOTION ESTIMATION METHOD FOR EACH VIDEO SIGNAL 

 
leading robot following robot 

upward forward upward forward
existing

 
RI-POC RI-POC 

proposed
(case 1)

POC RI-POC POC RI-POC
proposed
(case 2)

 

TABLE II 
VIDEO QUALITY IN THE 1ST LAYER 

 
leading robot following robot 

upward forward upward forward
existing

 
low quality for user and robot 

proposed
(case 1)

fair quality for user and robot 

proposed
(case 2)

high quality for  
user and robot 

minimum quality
for robot only 

 
 
 

IV. EXPERIMENTAL RESULTS 

In our experiment, ME is performed on two regions at 
random different places of a 2562 [pixel] image. Its 
estimation errors are measured for RI-POC and POC for 100 
times each. Maximum translation and rotation angle are set 
to 30 [pixel] and 10 [degree] respectively. Two stage DWT 
is applied. 

As described in section II.F., there are seven bands. It 
composes 7C1 + 7C2 ++ 7C7 = 141 combinations. Each of 
them has nine bit planes. Namely there are at most 1269 
candidates for the components embedded in the 1st layer. 

 

A. Data Amount of the 1st Layer (case 1) 
In the existing method and our proposal (case 1), 1LL or 

2LL band component is always included in the 1st layer to 
keep minimum video quality, since it is used for a user to 
browse and for a robot (remote server) to ME.  

To determine the best components for the 1st layer, data 
size and ME error (for translation and rotation angle) are 
calculated for each candidate. These are normalized to the 
standard score (standard deviation is 10 and average is 50). 
In the FLC, total score of data size and ME error is 
considered for selection. 

Table III summarizes top six candidates in case of RI-
POC is used as ME. It shows that "1LL with 9 bit planes" is 
the best and its data size is 79.10 [kB]. Therefore, it is 
embedded in the 1st layer in the existing method as 
summarized in Table V.  

As explained in section III.A., our proposal (case 1) uses 
POC instead of RI-POC for "upward". In this case, top 



candidates and their scores are summarized in Table IV. The 
best is found to be "all bands with 4 bit planes" and its data 
size is 8.75 [kB]. Total data amount is reduced to 
(8.75+79.10) / (79.10+79.10) 100 =  55.5 [%]. 

Fig.7 illustrates total data amount of the 1st layer versus 
the number of following robots. It shows that in the proposed 
method (case 1), many robots can join under a limited 
transmission capacity of a digital network.  

It is confirmed that data amount for communication among 
mobile robots is reduced by half removing redundancy 
between "upward" video and "forward" video for ME.  

 
 

TABLE III 
COMPONENT SET CANDIDATES FOR THE 1ST LAYER AND THEIR SCORES. 

RI-POC OF EXISTING METHOD AND PROPOSED CASE 1.. 

band 
bit 

plane 

score 
total 
score 

data 
[kB] data rotation

trans 
lation 

1LL 9 55.77 30.16 33.30 71.62 79.10
1LL 8 53.04 34.25 36.39 72.87 59.12
1LL 7 50.20 40.30 36.45 73.98 38.37
all 7 66.33 29.67 33.22 79.90 156.29

2LL 8 46.88 52.85 44.30 83.38 14.09
2LL 7 46.12 52.77 46.38 84.05 8.58 
all 9 88.21 29.67 33.22 98.82 316.26

 

 

TABLE IV 
COMPONENT SET CANDIDATES FOR THE 1ST LAYER AND THEIR SCORES. 

POC OF PROPOSED CASE 1.. 

band 
bit 

plane 

score 
total 
score 

data 
[kB] data 

trans 
lation 

all 4 46.12 40.44 61.34 8.75 
1LL 5 45.87 41.00 61.52 6.86 
2LL 7 46.04 41.40 61.92 8.21 
2LL 8 46.77 41.42 62.47 13.75 
1LL 6 47.50 41.00 62.75 19.38 
2LL 9 47.46 41.42 62.99 19.05 
all 9 87.82 40.44 96.69 328.70

 
 

TABLE V 
COMPONENTS EMBEDDED IN THE 1ST LAYER 

 
leading robot following robot 

upward forward upward forward 

existing 
1LL, 
9bp 

1LL, 
9bp 

1LL, 
9bp 

1LL, 
9bp 

proposed 
(case 1) 

all, 
4bp 

1LL, 
9bp 

all, 
4bp 

1LL, 
9bp 

proposed 
(case 2) 

all, 
9bp 

all, 
9bp 

1LH, 
4bp 

2LL,2HL,2LH,
6bp 

 

TABLE VI 
DATA AMOUNT OF THE 1ST LAYER [KB] 

 
leading robot following robot 

upward forward upward forward

existing 79.10 79.10 79.10 79.10 

proposed 
(case 1) 

8.75 79.10 8.75 79.10 

proposed 
(case 2) 

327.02 251.41 1.12 14.11 
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Fig.7  Total data amount of the 1st layer versus the number  
of following robots. In the proposed method, many robots can  
join under a limited transmission capacity of a digital network. 

 
 

B. Data Amount of the 1st Layer (case 2) 
Table VII summarizes top candidates in case of POC for 

"upward" video. As explained in section III.B., in our 
proposal (case 2), the components "all bands with 9 bit 
planes" are embedded in the 1st layer of the leading robot. 
Therefore its image quality is high. Its data size is 327.02 
[kB]. On the contrary, a following robot transmits the 
minimum components necessary only for ME. The best 
component for this use is "1LH band with 4 bit planes". Its 
data size is 1.12 [kB].  

Table VIII summarizes top candidates in case of RI-POC 
for "forward" video. In our proposal (case 2), the 
components "all bands with 9 bit planes" are embedded in 
the 1st layer of the leading robot. Its data size is 251.41 [kB]. 
In a following robot, the best component is found to be "2LL, 
2HL and 2LH band with 6 bit planes". Its data size is 14.11 
[kB].  

According to Fig.7, the proposed method (case 2) is better 
than the existing method for more than three following 
robots. It is better than the proposed method (case 1) for 
more than seven following robots. It shows that in the 
proposed method (case 2), much more robots can join under 
a limited transmission capacity of a digital network.  

It is confirmed that data amount for robot to robot 
communication is much more reduced by assigning more 
load to a leading robot than to a following robot. 

 
TABLE VII 

COMPONENT SET CANDIDATES FOR THE 1ST LAYER AND THEIR SCORES. 

POC FOR UPWARD OF PROPOSED CASE 2.. 

band 
bit 

plane

score 
total
score

data 
[kB] data 

trans 
lation 

1LH 4 40.86 46.93 62.23 1.12 
2LH,1LH 4 40.86 46.93 62.23 1.12 

2HH 4 40.88 46.93 62.24 1.24 
2LH,2HH 4 40.88 46.93 62.24 1.25 
2LL,LH 4 40.89 46.93 62.25 1.32 

2LL,2LH,LH 4 40.89 46.93 62.25 1.33 
all 9 86.82 46.93 98.70 327.02

 



 

TABLE VIII 
COMPONENT SET CANDIDATES FOR THE 1ST LAYER AND THEIR SCORES. 

RI-POC FOR FORWARD OF PROPOSED CASE 2.. 

band 
bit 

plane 

score 
total 
score

data 
[kB] data rotation 

trans 
lation 

2LL,2HL,2LH 6 45.00 37.44 38.95 70.32 14.11
2LL,2LH, 
2HH,1LH 

7 49.57 33.86 36.97 70.50 37.45

1LL,1HH 6 47.21 37.92 38.05 71.51 25.37
2LL,2LH 7 45.15 39.64 38.81 71.53 14.89

2LL,2LH,2HH 6 44.57 39.19 39.93 71.53 11.93
2LL,2LH 9 48.75 35.40 38.80 71.66 33.28

all 9 91.45 31.82 35.75 103.22 251.41

 
 

V. CONCLUSIONS 

In this report, still remaining problem in a ceiling map 
sharing system based on the functionally layered coding is 
addressed. To reduce total data amount to be transmitted in 
the system, 1) we removed redundancy on motion 
information between motion information of "upward" video 
and "forward" video. For further improvement, 2) we 
assigned much load to the leading robot than following 
robots. As a result, data amount for communication among 
robots is significantly reduced. It becomes possible to have 
more following robots under limited data transmission 
capacity of a digital network. 

Experiments in various situations are undergoing as 
illustrated in Fig.8. Our system should be evaluated from 
various points of view in the future. 
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Fig.8  An example of a ceiling map generated by a remote server from video of a leading mobile robot. 
 
 




