Video Data Compression for Robot to Robot Communication
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Abstract—In this report, we propose a new video communication method for the robot vision network in which video signals are shared by "robots" and "humans". A conventional compression algorithm, such as JPEG or MPEG, discards component signals insensitive to human eyes, e.g., high frequency band and tiny signals. On the contrary, the proposed method transmits minimum components necessary for recognition by "robots". In case of communications between "robots", data size to be transmitted is reduced by the proposed method. It is also possible to communicate video signals between "humans" by transmitting only the remaining components.
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I. INTRODUCTION

The robot vision system has a large variety of applications such as 1) retrieval of environmental information, 2) remote video surveillance and 3) auto localization of a robot. It is becoming popular to apply the stereo-vision, combining with the omni-directional eye, to generate the depth map or to identify location of an obstacle as the environmental information of a robot [1,2]. Recently, the monocular stereo vision systems are also proposed [3].

In the remote video surveillance system, video signals taken by a mobile robot are compressed before it is transmitted. This is because its data size is too large to be communicated via a digital network. A video compression algorithm such as MPEG, JPEG or JPEG-2000 decomposes a video signal into several components. Only some principal components sensitive to human eyes are transmitted to reduce data size for communication [4,5,6].

The auto localization system is based on estimation of the ego-motion from video signals. It is called "visual odometry" and effective for the simultaneous localization and mapping (SLAM) technique to build a map of the environment [7,8]. In this case, the optical flow [9] or the motion vector [10,11,12] is estimated from the video signal.

We focus on how to reduce data size for communication in a robot vision network. Several robots and humans are connected by a digital communication network. They are sharing "visual" information. It should be noticed that the principal components sensitive to "human" eyes are not always necessary for "robots".

In this paper, we propose a new layered video coding method which extracts the minimum components necessary for communication between "robots". A video signal taken by a mobile robot in fig. 1 (a) is decomposed into frequency "bands" and "bit planes" by the JPEG-2000 compression algorithm. We examine the minimum components necessary for extracting the motion vector in fig. 1 (b). We also evaluate its data size to be transmitted to the "robots". It is also possible to reconstruct video signals for "humans" by additionally transmitting only the remaining components.

It contributes to smooth communication between "robots" and "humans" under a digital network with limited bandwidth capacity in a rescue scene.

Problem of the conventional method and abstract of the proposed method is summarized in II. Details of the proposed method are described in III. Effectiveness of the proposed method in respect of data size reduction is confirmed in IV. Conclusions are given in V.

Fig. 1. Motion vectors (mv) are estimated by a machine from a video signal taken by a mobile robot.
II. ROBOT VISION NETWORK

A. Existing Method and its Problem

Fig. 2 (a) illustrates an existing approach to the robot vision network system. Compressed data of the video signal taken by a camera on a mobile robot in fig. 1 (a) is compressed by the JPEG standard. It is simultaneously transmitted to a remote machine (or a robot) and a human. The machine uses the visual information to estimate the motion vector in fig. 1 (b) to calculate the location of the mobile robot. In this case, broad band width (huge data size to be transmitted) is required to the digital communication network. This will cause communication trouble due to lack of data transmission capacity of the digital network.

B. Our Proposal

Fig. 2 (b) illustrates the proposed approach. In a mobile robot, the video signal is decomposed into several components. Only the minimum components necessary for estimating the motion vector are transmitted to the remote machine. Therefore, the data to be transmitted for robot-to-robot communication are reduced, comparing to the case where components for human-to-human communication are transmitted in the conventional approach. The video signal is decomposed into several frequency "band" components and "bit plane" components. These decompositions are performed by the discrete wavelet transform (DWT) and the EBCOT in the JPEG-2000.

When a human checks the video signal from the mobile robot, only the remaining components are communicated in the same manner of our previously proposed functionally layered video coding methods [13, 14].

III. PROPOSED METHOD

A. Band Decomposition

Fig. 3 illustrates procedure of the band decomposition. The input video signal is decomposed into the bands: 1LL, 1LH, 1HL and 1HH in the first stage where L and H demote low and high frequency band signal respectively. In this report, the DWT in JPEG 2000 [6] is used. Each of the band signals are encoded independently (It is also possible to use the DCT in the JPEG for the band decomposition purpose). The lowest band signal 1LL is furthermore decomposed into 2LL, 2LH, 2HL and 2HH in the second stage. This is called the octave decomposition. This procedure is repeated to the n-th stage.

The minimum bands necessary for extracting the motion vector are categorized into the 1st layer in fig.3. These are examined in VI. The remaining bands are in the 2nd layer. These are transmitted to humans as the remaining components as additional data.
B. Bit Plane Decomposition

Fig. 4 illustrates an example of the bit plane decomposition of a video signal in fig. 1 (b). It's value has eight bit per pixel. The 1st plane is the LSB and it indicates that the value is odd or even. The 8th plane is the MSB which indicates that the value is higher than 128 or not. For the robot-to-robot communication, it is expected to be able to estimate the motion vector from a part of these bit planes, so that data amount to be transmitted is reduced.

C. Signal Processing in the Proposed Method

Fig. 5 illustrates overall signal processing in the proposed method. In the transmitter, a part of the components necessary for the motion estimation are encoded as the 1st layer bit stream. The machine receives this layer and reconstructs a video signal to calculate the motion vector. The remaining components are categorized into the 2nd layer. Both of the layers are decoded to reconstruct a video signal for humans in the same manner as the JPEG-2000.

D. Motion Estimation

To extract the motion vector in fig. 1 (b), the motion estimation is performed by evaluating one of the criteria defined as below.

(a) CC (cross correlation) \[^{[10]}\]

\[
E_{CC} = F^{-1}\left[ X_1(e^{j\omega_1},e^{j\omega_2})X_2(e^{j\omega_3},e^{j\omega_4}) \right]
\]

(b) SSD (sum of squared difference) \[^{[11]}\]

\[
E_{SSD} = -\sum_{m_1}^{m_2} \sum_{n_1}^{n_2} (x_1(m_1,m_2) - x_2(m_1-n_1,m_2-n_2))^2
\]

(c) POC (phase only correlation) \[^{[12]}\]

\[
E_{POC} = F^{-1}\left[ \frac{X_1(e^{j\omega_3},e^{j\omega_4})X_2(e^{j\omega_3},e^{j\omega_4})}{X_1(e^{j\omega_1},e^{j\omega_2})X_2(e^{j\omega_1},e^{j\omega_2})} \right]
\]

In the equations above, the operation \(F[\ ]\) and \(F^{-1}[\ ]\) are the forward and backward Fourier transform respectively. Intensity of a pixel at the location \((m_1,m_2)\) in the previous frame and the current frame of a video are denoted by \(x_1(m_1,m_2)\) and \(x_2(m_1,m_2)\) respectively. Their Fourier transforms are expressed as follows.

\[
\begin{align*}
X_1(e^{j\omega_1},e^{j\omega_2}) &= F[x_1(m_1,m_2)] \\
X_2(e^{j\omega_3},e^{j\omega_4}) &= F[x_2(m_1,m_2)]
\end{align*}
\]
The motion vector \( mv = (n_1, n_2) \) in fig.1 (b) is estimated by

\[
mv_i = \arg \max_{mv} E_{i,mv} \quad i \in \{CC, SSD, POC\}
\]

(5)
as the argument which maximizes one of the criteria \( \{E_{POC}, E_{CC}, E_{SSD}\} \). The minimum components necessary for this estimation are investigated for each of CC, SSD and POC in next section.

IV. SIMULATION RESULTS

In our experiment, two small sized images with 256 x 256 pixels at random locations are picked up from the image with 360 x 480 pixels illustrated in fig.1 (b). Motion vector is estimated by one of the CC, SSD and POC for these two images. This procedure is repeated 300 times. Difference of the two images is the ideal \( mv \). Error between the ideal \( mv \) and the estimated \( mv \) are evaluated.

A. Band Components for Robot (1 stage)

Fig.6 indicates the standard deviation of the motion estimation error under the additive white noise on the video signal with the SNR [dB] indicated in the horizontal axis. Fig.6 (a), (b), (c) are for CC, SSD and POC respectively. One of 1LL, 1LH, 1HL, 1HH or all of them is/are used.

It indicates that the error becomes small under weak noise (high SNR). It was found that there is no difference between 1LL and all bands. It means that not all the bands are necessary but only 1LL is enough to be transmitted to the machine for the motion estimation. It was also found that SSD is the most robust to the noise but POC is the most sensitive. This is because POC uses all the bands equally for the motion estimation. However CC takes importance on variance (energy) and LL has the most in the video signal. It is expected that the data volume is reduced since the number of pixels is reduced to 1/4 by sending only 1LL band instead of all the four bands.

B. Band Components for Robot (n stage)

Fig.7 indicates the error in case of \( n \) LL in the \( n \)-th stage is used. It indicates that SSD, CC and POC need 2, 1 and 0 stage respectively under the error is zero. Here, 0 stage means all the bands. In the \( n \)-th stage, the number of pixels of the band component is reduced to \( 2^{-n} \times 2^n \) so the data volume is.

C. Bit Plane Components for Robot

Fig.8 indicates the error in case of a part of the bit planes are used for the estimation. All the bands are used for POC and 1LL is used for CC. In case of SSD, 1LL or 2LL is used. As a result, it was found that only one bit plane (MSB) is enough for precise motion estimation with error is zero for all but SSD with 2LL cases. Data is expected to be reduced to 1/8.

Fig.6. Results of the band decomposition. All of \{1LL, 1LH, 1HL, 1HH\} bands can be replaced by 1LL band.
Fig.7. Evaluation of the motion estimation. The SSD is found to be the most robust to the noise.

(b) with noise

Fig.8. Results of the bit plane decomposition. Only one bit plane is necessary for precise motion estimation.

Table 1 Parameters of the proposed method.

<table>
<thead>
<tr>
<th></th>
<th>POC</th>
<th>CC</th>
<th>SSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>motion estimation</td>
<td>ALL</td>
<td>1 LL</td>
<td>1 LL</td>
</tr>
<tr>
<td>frequency band</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of bit planes</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>proposed data size [Byte]</td>
<td>4821</td>
<td>1283</td>
<td>1283</td>
</tr>
<tr>
<td>existing data size [Byte]</td>
<td>6632</td>
<td>2138</td>
<td>2487</td>
</tr>
<tr>
<td>reduction rate [%]</td>
<td>72.7</td>
<td>60.0</td>
<td>51.6</td>
</tr>
</tbody>
</table>

Fig.9. Combination of the band decomposition and the bit plane decomposition.

Fig.10. Total data size to be transmitted to the machine.
D. Total Data Size to be Transmitted

Table 1 summarizes parameters determined in this report. Data volume to be transmitted to a robot as the 1st layer is also indicated. It was found that the transmission data is reduced to 51.6 [%], 60.0 [%] and 72.7 [%] for SSD, CC and POC motion estimation methods respectively. These are also illustrated in fig.10. Video signals transmitted to the remote machine for motion estimation are illustrated in fig.11. Since a part of the components are transmitted as the 1st layer, image quality is not preferable for humans as illustrated in fig.11 (a) and (c). However, these are enough for robots and data volume is reduced in case of the robot to robot communications.

When a human observes the video signal, the remaining components are transmitted and then the images illustrated in fig.11 (b) and (d) are reconstructed.

V. CONCLUSION

In this report, we proposed a new video data compression approach for robot to robot communication via digital network system. We extracted the minimum components necessary for "robot" eyes to estimate motion vectors. It is also possible to communicate video signals for "human" eyes by transmitting additional components. As a result of our experiments, it was confirmed that the transmission data is reduced to 51.6 [%], 60.0 [%] and 72.7 [%] for SSD, CC and POC motion estimation methods respectively.
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